Risk Response Systems

Ozymandias

I met a traveler from an antique land 
Who said: "Two vast and trunkless legs of stone 
Stand in the desert...Near them, on the sand, 
Half sunk a shattered visage lies, whose frown, 
And wrinkled lip, and sneer of cold command, 
Tell that its sculptor well those passions read 
Which yet survive, stamped on these lifeless things, 
The hand that mocked them and the heart that fed; 
And on the pedestal these words appear: 
My name is Ozymandias, King of Kings, 
Look on my works, ye Mighty, and despair!
Nothing beside remains. Round the decay 
Of that colossal wreck, boundless and bare 
The lone and level sands stretch far away.



Percy Bysshe Shelley, 1818

Every thing bears the mark of its maker. From the graceful curve of an amphora to the ruled lines of the train order, objects are imbued with the mind that made them. The desire to interpret those marks is equally the impulse of literature and history.  In 1817, Percy Bysshe Shelley held a contest with a fellow artist, Horace Smith. Using the works of second-century Greek historian Diodorus Siculus and illustrations from then-circulating works on Egypt, they each composed a sonnet on the ruler Ozymandias.
 In Shelley’s poem the tyrant is triply limned, by the traveler, by the sculptor, and by the poet himself. Ozymandias’s passions are stamped by the sculptor in stone, but his final admonition – “Look on my works, ye Mighty, and despair!” – no longer bears the meaning he intended.  All of the ruler’s works have been reduced to rubble by the passage of time. Shelley’s reader must conclude, in opposition to Ozymandias, that the power of every tyrant will pass away and that only art – the art of the sculptor, the art of the poet – will remain.  In 1817, perhaps Waterloo and Napoleon would have been in Shelley’s thoughts.  In fact, “Ozymandias” is a Greek transliteration of the hieroglyphic Egyptian throne name, “Usermatre,” who is now identified as Ramesses II, but who was unknown to historians in Shelley’s time.  The Ramesseum, with its colossi of Ramesses II, was the imaginative source of Shelley’s central lines, as reported by Diodorus Siculus, but Shelley built his vision from a pastiche of sources.  The story of Ozymandias is as much a warning to historians as to rulers:  the report of artifacts so impress themselves upon the imagination that a story – some story – will be told, must be told.  It is the historian’s perilous privilege to reveal, through artifacts, the maker’s purpose and mind. 

This study will investigate four rather different merchant-made systems as artifacts: imperial Roman amphora handle stamps and tituli picti, double-entry bookkeeping methods in Renaissance Italy, Lloyd’s Register in Georgian England, and railroad train orders in nineteenth-century America.   Merchants are often studied through texts, and a few well-known and prolific merchant-writers have left a wealth of their own reflections on the work of daily life. From Renaissance Florence there are the astonishing cache of letters from the assiduous, acerbic Francesco Datini and also the bold “histories” of the gambler Buonacorso Pitti. From England there are the prolix seventeenth-century religious journals of wood-turner Nehemiah Wallington as well as the elegant, worldly eighteenth-century Letters to His Son on the Art of Becoming a Man of the World and a Gentleman by Lord Chesterfield. From these texts, it is evident that individual merchants thoughtfully reflected upon the conditions of their lives.  Together, however, they did something more. Through their organization of commerce, these same merchants established risk response systems that can be studied as artifacts.  They negotiated the divide between specialization and standardization. Their systems transformed prevailing conceptions of space and time and standardized patterns of risk-related decision-making.  In so doing, these merchants actively shaped the cultures that they inhabited.  

Risk is prized by some merchants as the means to unusual profit and eschewed by others as a route to disaster. Consequently, merchants in long-distance trade lead the process of defining and managing risk. They guard against various kinds of losses by recording specific data about the goods, about the means of transport, about the containers used for shipping and about the trade route itself.  They sometimes require the addition of data to each and every item being exchanged, and sometimes add data to a whole shipment.  Merchants use standardized information in a risk-response system to convert uncertainty into measurable risk.  The difference between the kinds of information appended to traded objects demonstrates contrasting strategies for managing risk. In particular, cultural concepts of business risk are expressed in new terms for time and space. When such systems are fully adopted, they become “common sense,” and, as such, create powerful normative standards for behavior.  In examining what was named and understood as risk, and what kinds of data were added to manage risk, this approach demonstrates how risk itself is a shaped and shaping artifact of culture. 
Since business tools will be treated as artifacts, archaeological theory will frame the investigation of these systems. Archaeologists in the last decade have been exploring new ways to tell the human story, ways that forefront the action of individuals within a culture.  They have focused on agency and on cognition.  They argue that material culture – especially tools – reflect not only social behaviors and processes, but also patterns of cognition.  They suggest that tools reflect the underlying patterns of language and the very categories used for thinking. 
          The merchants who created and used risk response systems undertook a broad range of duties that legal definitions in the twentieth century have circumscribed.  The devolved term “merchant” no longer carries either a sense of skill in duties or a range of responsibilities; rather, it is hedged round with professional limitations. The merchant’s expected role in society captures the organization of classes and economic structures. Business historians have studied the merchant as an individual, as an indicator of economic organization, and as a class within society. As a generalization, merchants carry the social stigma of vulgarity and pretension. Often they are not quite part of any elite because they are committed to economic imbalance and social mobility. The systems they create promote these unsettling ends. This approach asks how merchants attempting trade standardization create artifacts which shape larger cultural understandings of risk, time and space.  
To put this study’s approach slightly differently, when time and space measurements become more exact or are applied in new ways, then a risk response system is being constructed and stabilized;  the development of supportive instrumentation goes forward because a new rationale for measurement has been provided.  So, too, as risk response systems are created, controversies erupt.  When metaphors or methods of deciding are borrowed from the initial business risk-response system and applied to other contexts, then the concepts have become part of a larger cultural framework.  This work looks at systems in the making:  the controversies, the people constructing the risk, and the insights these artifacts offer about the surrounding culture.

Creating Risk Response 
The problems of long-distance trade – choosing goods for a market, choosing a market for goods, sending those goods to a distant market, receiving due payment for the goods – can be divided into problems of uncertainty and problems of risk.  The concept of risk was distinguished from uncertainty by Frank Knight in his 1921 study Risk, Uncertainty, and Profit.  Knight argued that uncertainty is a choice made without guidance from precedent, experience, or mathematical formulas. Risk is a choice made, a chance taken, with known statistical and mathematical guidance.  In risk, the likelihood of an adverse event is known and measurable.
  Each business transaction can form an isolated and singular problem, a decision made in uncertainty, or several transactions can be grouped, tracked, and managed in a consistent fashion, as quantifiable risk.  Knight’s Risk Uncertainty and Profit further argued that in a perfect world, a world in which information was distributed equally, there would be no motive to undertake business, no profit to be had from taking a chance.  Knight explains: 
The practical difference between the two categories, risk and uncertainty, is that in the former the distribution of the outcome in a group of instances is known (either through calculation a priori or from statistics of past experience), while in the case of uncertainty this is not true, the reason being in general that it is impossible to form a group of instances, because the situation dealt with is in a high degree unique.

Contributing to this discussion of risk is Gahin Fikry’s 1967 article “A Theory of Pure Risk Management in the Business Firm.” Fikry made a slightly different division of chance and adversity.  He focused on risk of two types:  pure risk, meaning an event which brings only potential loss, such as a fire or a flood, and speculative risk associated with entrepreneurial activity, which allows for either a loss or gain.
  In other words, there are known risks which no one takes voluntarily, risks with no upside, risks that are often described as “acts of God.”  By contrast there are risks associated with betting on outcomes, risks set within a social framework.  Peter Bernstein’s 1996 Against the Gods: The Remarkable Story of Risk suggests a distinction between kinds of chance based on practicalities: “The essence of risk management lies in maximizing the areas where we have some control over the outcome while minimizing the areas where we have absolutely no control over the outcome and the linkage between effect and cause is hidden from us.” 
   In short, Knight divided quantifiable risk from unpredictable uncertainty; Fikry argued that within quantifiable risk there is speculative, useful risk versus unwelcome and harmful risk; while Bernstein asserted that managing quantifiable risk expands the areas in which there can be control of outcomes.  

If merchants decide to manage a risk, then some very simple but very powerful perceptions have come to dominate the group. The foremost perception is that uncertain adverse events can be controlled.  If an adverse event cannot be eliminated, at least the rate of an uncertain adverse event can be quantified.  The addition of information will convert uncertainty to risk. Moreover, such a conversion creates speculative and potentially useful areas of risk.  The perception that there are expanded areas of controllable outcomes invites new merchants to join the market.

 Converting and controlling uncertainty requires repetition of the risky event, the addition of data, and a system for collecting data.  Roman handle stamps and tituli picti, Venetian bookkeeping, Lloyd’s Register, and railroad train orders are risk-response systems, a part of a general class of tools that gather quantifiable information in a common medium using standardized categories and a semi-standardized presentation format. There are a variety of these systems.

On the one hand, classification systems, such as the periodic table, impose order but not rank.  A classification system specifies standard comparisons between elements within a more-or-less closed system for the purpose of definition. Common examples include genealogical tables, the periodic table, the Pantone Color System, and the MPAA [G-PG-R-X] movie rating system. 
   There are rules for inclusion and exclusion and the “reporting forms” of classification systems are often standardized spatially and temporally.  Geoffrey Bowker and Susan Leigh Star’s Sorting Things Out:  Classification and Its Consequences (1999) argued that classifications are central to culture. Their book, which covers medical and political practice, said classifications are an important tool not only for anthropologists, but also for economists, historians, sociologists, information scientists, philosophers and statisticians.  Classifications uncover underlying cultural concepts.
  

On the other hand, ranking systems such as those used in athletic competitions allow judgments about performance.   Here, ranking systems function by making standard comparisons between elements, and by distinguishing between “better” and “worse” for a defined setting and purpose.  Such systems also have rules for inclusion and exclusion and are repeated within a standardized periodicity.  The “reports” may be, but are not necessarily, presented in a standard schema.  Common examples include a pitcher’s ERA (yearly), The Dow Jones Average (daily), and FDA Meat Grades (one time).  

Importantly, risk response information systems, such as those used in flood warnings, employ both classification and ranking to drive decision-making. Field tests used for sports concussions, the federal government terrorist threat warning system, and the consumer credit reports are common risk-response systems.  Battlefield triage is the quintessential example of risk response.  Such tools are focused on an expected strategic action, and they gather the kind of data their creators believe will serve to minimize risk. The question “what is this?” is followed by the question “how good or bad is this?” and continues with the recommendation “the appropriate action is....”  Companies often call risk response systems policy.
 For instance, a sexual harassment policy is, essentially, an effort to classify, rank, and prevent a range of potentially disruptive interactions.  Responding to a risk may require a new format for gathering information. It may require a new value-related measurement of space and time.   In risk-response systems, standardization is essential:  not only is the information gathered in a common measurement medium and placed in a set of standardized categories, but also the “report” is a standardized range of responses that the user can or should make. 
Each of the objects considered in the following chapters is a risk response system because each includes multiple layers of information leading to a standard response to risk.  Because each manages trade, each addresses common kinds of loss in trade. Selected and standardized characteristics of the agent, product, pathway and container are used in building these strategic tools.  
Standardization
Standardization is so essential an activity in building a risk response system that it merits specific consideration.  If additional information is the primary method for managing risk, then the information perceived as most useful must be selected from the mass of possible measures.  In a discussion of the problem of technological measurement in Management Technology (1960), S. B. Littauer grouped measures and standards into three types:  universal, discovered and arbitrary.  “Universal” measures (or standard numbers), he wrote, are those such as atomic weights or the velocity of light. “Arbitrary” are those that we set for ourselves. “Discovered” are those that are found in the feedback between practice and measurements, such as the level of fatigue after eight hours for the average dishwasher in a restaurant.  In the case of universal constants, such as the speed of light, he discussed the well-canvassed problem of the “interaction of the measuring medium with the thing measured.”
  Littauer argued that discovered standards share the problems of scientific constants.  Both are based on statistical measures that vary from observer to observer and, in the case of technology, from system to system.  He added, “measurement is in essence prediction.”
  Three points follow.  Measurements are used in risk management precisely because they are believed to “predict” what the next measurement will be.  Second, discovered standards are bound up inextricably bound with the observers who are invested in these standards.  Third, supportive instrument technology will be developed because the rationale for a measurement has been provided.  Discovered standards are important because they inform all risk-response systems. 

These discovered standards, in turn, create categories for thinking. A standardized measurement system creates links between previously unlinked items. In allowing unlike objects to be compared, a hanging scale establishes a likeness between a feather and a fennel seed; a ruler shows the similarity between a pencil and a picture frame.  Standards likewise allow and extend the possible range of metaphorical connections. A metaphor has a tenor and a vehicle, an object described (tenor) and an object whose characteristics are applied (the vehicle). The poet says “my love” (the tenor) “is a rose” (the vehicle) suggesting the girl is sweet, beautiful, pleasing – in fact, characteristics that can be shown or felt by comparison rather than listed logically.  The use of a risk response term as a metaphor works in a similar way.  In the statement “you are an A1 student,” the term “A1” lends the student the characteristics of a classification within a discovered standard.  The metaphor vehicle “A1” refers to no external object (like a rose). Instead, it applies to the student a settled debate that has gone into qualities of shipping safety. The adoption of standards into everyday languages adds thought patterns which rely upon discovered technological standards embedded in risk response systems.  That such standards can be used as metaphors show they convey an expected feeling of safety (or risk). 

In establishing the embodied or encoded wisdom of a group, standardization further eliminates the independent assessment of needs.  It selects key tools for predictable situations and specifies behaviors, training, and rules.  No emergency medical technician would be licensed without passing a CPR course.  The training is an artifact of time and place, but its adoption erases previous tools and behaviors that were used to address these risks.  Not to know and use CPR constitutes criminal carelessness, as does misusing CPR.  In brief, standardization in tools and in behavior doubles as common sense. 
In business, many standardizing organizations describe their work as advancing efficient trade.  The International Organization for Standardization (ISO) has said standardization is achieved 
through consensus agreements between national delegations representing all the economic stakeholders concerned - suppliers, users, government regulators and other interest groups, such as consumers. They agree on specifications and criteria to be applied consistently in the classification of materials, in the manufacture and supply of products, in testing and analysis, in terminology and in the provision of services. In this way, International Standards provide a reference framework, or a common technological language, between suppliers and their customers - which facilitates trade and the transfer of technology.

The driving interest groups in ISO are political and economic, composed of “national delegations” representing “economic stakeholders” who facilitate technological transfer and trade. But their claim is larger: “ISO standards make a positive difference, not just to engineers and manufacturers for whom they solve basic problems in production and distribution, but to society as a whole.”
  Using similar language and making similar claims, the European Committee for Standardization asserted that: 

Standardization diminishes trade barriers, promotes safety, allows interoperability of products, systems and services, and promotes common technical understanding. 
      All standards help build the 'soft infrastructure' of modern, innovative economies. They provide certainty, references, and benchmarks for designers, engineers and service providers. They give 'an optimum degree of order.'
 

The term “optimum degree of order” suggests something Benthamite – the best order for the most people.  In such a view, standardization accounts for more than economic benefits.  
While the social benefits of standardization are considerable, the driving forces of organizations like the ISO are economic and political, and such forces are not always benign to all members. Technical standardization is not only likeness, but the imposition of likeness. This imposition becomes a culture of users, of sellers, of transporters and of consumers.  The American consumer of meat will not say “I want to buy one of my neighbor’s well-fed cows,” nor yet, “I want to buy a nicely-marbled, healthy-looking side of beef,” but rather “I want to buy 15 pounds of grade-A steak.”  Everyone working within that group expects that a number of safety and health standards have been met, and further expects that the producers who are not able to do so have been removed from the group.

In sum, the language of standardization reflects the winners of social debates. Fully adopted standardized risk response systems erase old debates and unite members of the economic culture group.  Standardization relies on metaphor and doubles as common sense.  It forms culture and erases the past.  

Organizing Time and Space

Standardization applies with special force to time and space.  Business risk occurs specifically because of an extension in time or space.  For merchants, trades and sales which take place near production sites carry only the risk of being paid enough to cover the production costs plus a profit, while long-distance exchanges carry the additional risk of transport, of credit, and of interacting with strangers – in other words, all the risks of time and space.  Thus, standardization as part of the systematic control of risk is most likely to be advanced hand-in-hand with ideas about time and space.  
Standardization of time and space is a series of social negotiations.  Internally, time is experienced by all humans through biological cycles and as ongoing changes within the body.  Theoretically, a group could live with just a personal understanding of time without marking collectively its passage, but in practice no human group, even in pre-history, appears to have done such a thing.
  For example, isolated groups with flexible calendars often use age-cohorts to mark the passing of time in society.  In discussing the African Nuer people, the astronomer Anthony Aveni reported that: 

these people do not believe in history the way we do, though they have a sense of history.  As in the events and relationships that comprise tribal life, there is a kind of immediacy to both cyclic ecological time and linear structural time among these tribal societies....[i]nteraction, with either nature or other people is the real reason to keep time, and when things cease to interact or before they ever had interacted, there is no need of reckoning it.

For groups like the Nuer, who use age cohorts, time is rooted in daily, personal interaction with tribal members and with nature.

Time immediately outside of the self is mediated through social groups, measured by the length of common activities: the time it takes to walk to a neighboring village, the passage marked by a cab ride across town, or the interlude for a cup of tea.  Individuals stay linked to social groups by the “discovered” standards of devices: bells, gradated candles, clocks.  Eviatar Zeruvabel’s “The Standardization of Time:  A Sociohistorical Perspective” offers a very telling remark about the way time links the modern sensibility to society: “in cases where I may be ‘disoriented’ ... I feel an almost instinctive urge to ‘reorient’ myself within the temporal structure of everyday life.  I look at my watch and try to recall what day it is.  By these acts alone I re-enter the reality of everyday life.”
 
The individual joins the rhythms and patterns of society through clock and calendar. 

Likewise, time is used to unify and support religious purposes and political regimes.
  In Authority, Liberty and Automatic Machinery in Early Modern Europe, Otto Mayr has argued that devices like clocks were used as metaphors to articulate social views about regularity and harmony, creation and order, rationality and system.
  In much of Asia, time was expressed through era names and cyclical names and adjusted with each new reign.
  Devices and calendars record not only the passing of time, but also the boundaries of political domination. Competing calendars mark the borders of competing states and most especially, competing religious views.  The length of time it took for the Gregorian calendar reform to become a truly world-wide “standard” (about 170 years before the British adopted it and about 340 years before Russia adopted it) demonstrates how empires resist each other’s sway.  These are the time measurements that calibrate an individual to a group and comprise socially constructed time. 
Completely externalized, time functions as a link between those who may engage in business exchanges, but who may never come in personal contact with each other.  It is common for marketplaces and time-systems to be linked, from the Tower of the Winds in the agora of Athens to the closing 4:00 PM bell on the New York Stock Exchange. In fact, when the time is so dominant as to be accepted everywhere, it allows (or may even require) alienation from local daily markers.  Time mediates between strangers.  For example, beginning in 1883, mostly at the urging of the American railroads, time (within a year) united the world.  The introduction of time zones meant that a person might have to live a portion of his or her life pegged to another part of the globe. And, with reference to the stock market, contemporary traders often live out of step with society around them, organizing their lives to mirror some time in a place wholly removed.  Time is something increasingly externalized, catching up larger and larger groups, with a simultaneous valuing of smaller and smaller units.

Space functions similarly.  Space can be wholly internalized or wholly externalized.  A single aboriginal could perhaps live peripatetically, owning nothing, moving freely and marking spots in a fashion wholly idiosyncratic.  Again, even pre-historic evidence suggests that people living in social groups will not do so; they mark out territories. Richard Bradley analyzed British petroglyphs -- those with cup and ring motifs -- considering the size, the ease with which different motifs could be told apart, the extent to which particular motifs had been elaborated, and the range of different devices found on the same carved surface.  He argued that they served as local markers for geography.
  In Turkey’s famous archaeological site Catalhöyük, a 6000 BC wall painting lays out what appears to be a map of the town.  Maps and mapping provide emphasis, order, a world view.  Within a castle or palace building, the internal layout is often a rhetorical device meant to enforce the notions of authority and of order on those being brought inward to its central chamber.  Furthermore, space is governed by law and social convention.  A medieval peasant can “rent” a field next to other fields, knowing that laws and conventions secure the land to his use.  The organization of local space is most often created by knowledgeable members of society who have direct interest in the results. Yet space, too, can be alienated from local concerns. A twenty-first century citizen of a large city typically lives on a street that has been named by someone else and with a house number that has been assigned by an authority such as the post office, completely unable to change the markers that identify neighborhood and home.  
Space and time are cultural constructs, supporting social groups and political and religious hegemonies, but they are also the province of entrepreneurs: travelers, shopkeepers, traders, and merchants. Geographer David Harvey, among others, argued for their influence on concepts of time and space.  
[The] hour was the invention of the thirteenth century, the minute and the second became common measures only as late as the seventeenth. While the first of these measures had a religious origin (illustrating a deep continuity between the Judeo-Christian view of the world and the rise of capitalism), the spread of adequate measures of time-keeping had much more to do with the growing concern for efficiency in production, exchange, commerce and administration.
 
God’s time became merchant’s time and then became so ubiquitous as to be no one’s time.  This is a crucial point. Unlike measurement systems that are used by specialists but not adopted by the generality, successful business tools move time and space away from the body, outside of the local group, into an externally regulated system, into the service of merchants, into the control of strangers.  
As artifacts of culture, risk response systems are created by merchant groups to manage uncertainty.  Typical long-distance trade uncertainties – goods lost, spoiled, unwanted, and unpaid for – are converted to trade risk by the addition of information to packaging, vehicle and journey pathway. Within this general framework, business trade tools can be compared as examples of risk response systems.  It is the merchants’ perception of risk which dictates the strategic selection of agent, product, pathway and container characteristics.  The selected data, in turn, inform risk classifications, standards and policy responses.  In some cases, data are standardized in the form of time and space measures that are (eventually) accepted by larger groups of people.  As they create groups that use the same economic and language evaluations, risk response systems also shape the encoded wisdom and worldview of the cultures that use them. 
Risk Response Systems as Artifacts 

Each of the following chapters will investigate one risk response artifact.  To call an object an “artifact” draws attention to its physical form and to the social process by which it was made.  The methods for investigating artifacts are different from those typically used to investigate events or documents; a different set of questions is required.  The exploration of an artifact draws from the archaeological approaches to agency and cognition.

Archaeologists focused on agency consider how the motivation of individuals can be distinguished from the background of culture and cultural ways of doing.  Marcia Ann Dobres and John Robb’s introduction to Agency in Archaeology argues that "the very cornerstones of the social sciences are built on the question of how social institutions and self-determination – structure and agency – drive social reproduction."
  Agency is the freedom and the power to act in ways that are distinct from the surrounding culture, and, in the context of this study, merchants as groups and as individuals leave behind tools that embody their attitudes towards power and resources.  Agency, however, raises the danger of what literary critics call the “intentional fallacy,”  in literature, the belief that an understanding of an author’s life must explain his or her works of fiction.  The intentional fallacy would say that Franz Kafka once found a giant bug in his room, or that Tolstoy knew a lady who threw herself under a train.  In the same way, life experience does not necessarily inspire the creation of a tool:  agriculture had been practiced for more than 10,000 years before the seed drill was invented in 1701.  People living on islands can forget how to make fishhooks. 
 The relationship between life experience and intention in tool creation seems as though it ought to be fairly close, but life experience does not have a one-way relationship to created objects. Experience, pressure and need do not invariably call forth tools and risk response systems.  

The motivation of agents and the problem of intention lead to the question of cognition.  Colin Renfrew and Ezra Zubrow argue that the investigation of artifacts reveals and illustrates patterns of the thinking process.  Their book, The Ancient Mind: Elements of Cognitive Archaeology, presents the work of current archaeologists who focus on cognition.  Two essays in their volume are of particular interest.  S. E. van der Leeuw’s “Cognitive Aspects of Technique” makes cross-cultural comparisons of the chaine operatoire of a variety of pottery-making traditions. The chaine operatoire, which can be translated as “operational sequence,” describes the stages of production, from the obtaining of raw material to the final shaping of a finished piece.  Each operational step shows a mind at work making choices about how to produce a desired product. Taking a slightly different approach to the same idea, Nathan Schlanger’s “Mindful Technology:  Unleashing the Chaine Operatoire for an Archaeology of Mind” also argues that "an" ancient mind can be recovered.  Schlanger's focus is on lithic artifacts. Combining scholarly work in a variety of fields, he highlights the mental steps in creating a stone tool: finding striking surfaces (platforms), planning how to remove flakes from the core, reacting to the exigencies of the stone and the blows (as they may and do go awry), envisioning the final product, and reworking that product for other uses.  The artificer must forsee, choose, assess and decide. 
  The chaine operatoire is a useful way to look at the products of mind and hand together:  having defined either end of the process, one can locate manufacturing decision points based on an ostensible intended outcome.  

Risk responses systems, in the terms of archaeology, are the product of agents changing culture, creating systems that may, but do not inevitably respond to external pressures.  These tools embody stages of decision-making and thinking.  For an archaeologist in the field, probing an artifact is asking a series of questions about decision-making and thinking.  A little clay bull could equally be a child’s toy, pinched out of the earth in an idle moment by a parent, or a roughly-made mass-produced votive offering, the center of a thriving business.   To clarify an object’s identity, an archaeologist might ask questions about the context of a find: “Where was the object found?  What was nearby?  Was this object typically used in conjunction with some other object?” The human body suggests immediate ideas about the use of objects.  For example, finding one shoe readily suggests that there might be another.  However, to take a related example, matching a mortar and pestle is more difficult:  it is equally a necessary pairing, and grinding food is something that many cultures do, but the forms for doing so vary greatly.  The intuition that here is one of two required objects might not strike the archaeologist. A mortar and pestle point to a process, and a process suggests a system.   Archaeologists construct the ontology of an artifact partly by usage and partly by association, but this construction itself depends upon prior familiarity with the technological and social processes of a culture as a whole.  If an artifact is an expression of a process, then exploring the physical location for business tools and joining the necessary component parts underscores considerations of management and process.  

Process also suggests resources and production. For example, the green-tinted obsidian used in some Mayan projectiles was obtained in only a few locations, and finding that green obsidian over a wide area suggests that all weapons – whether the wielders or the victims – owe their existence to an underlying trade system in that region.  As regards business tools, the geographic adoption of a business tool may reflect an informational resource that requires underlying social cooperation.  Finding a production site sometimes, in turn, illuminates questions about the makers of an artifact.  For instance, the likely makers of mass-produced amphora in the ancient world were slaves with limited ability to make choices about standards. In risk response tools, there might be a specific site at which information was added to goods, and the qualification to be involved in the process demonstrates to what degree independent agency is possible and expected in the production process.

An emphasis on risk response systems as artifacts forms a useful contrast with another method of historical investigation. Historians of business exchange techniques have often tried to identify intellectual breakthroughs, history’s “firsts.”  Here is the city archive with the first true marine insurance policy; there is the company that made the first trial balance using genuine double-entry bookkeeping. Such a focus lends itself to an investigation of the cultural conditions that allowed for these inventions, but it may also – in identifying intellectual likeness – blur significant differences between cultures that produce similar ends by very different means for very different reasons.  There have been ploughed fields for perhaps 10,000 years, but to say that a furrow then is a furrow now – the furrow as an idea about how to organize a field for production – misses much of what has changed in cultures that plow.  The needs and purposes that impelled American agricultural corporations to use gas-fueled tractors in huge fields might be very unlike the needs and purposes of medieval English village farmers working together in long strip-like fields, yet both used furrows.  Considering a risk response system as an artifact and not necessarily as an intellectual “first” encourages attention to the original web of producers and users, to the original process of production, and to the relationships that undergird the rationale for its construction.  
Risk Response Systems as Tools
Those risk response systems that merchants used on a daily basis to manage the transporting of goods are not only artifacts, but tools.  Outside of archaeological and anthropological studies, tools are not usually discussed as a class of objects, in part because they are so varied in function, and in part because they are so difficult to define ontologically.  A tool exists because there is a desired end, and that is the most that can be positively asserted about its use.

However, there is much to be said about the tool in relationship to the mind. In 1967 James K. Feibleman wrote a free-ranging meditation on “The Philosophy of Tools.”  Tools, Feibleman argued, objectify thought processes.  “A tool is, so to speak, an objectified idea, a theorem whose force is imposed upon its consequences….Tools are particular and concrete ideas which have been externalized and fixed.”
 In addition, tools, created settled pathways for thought. He said: 

What [a person] should feel, do and think cannot be decided without that considerable segment of the world with which he interacts and upon whose constitution he is so completely dependent being involved in such judgments.  The interaction is conditioned by artifacts, and thus tools form an important part of the judgments

If a researcher cannot make a decision without a tool – a microscope, for example – to determine what kind of bacillus is causing the problem, then the tool is essential for making the decision.  Although the course of action is still the researcher’s choice, he or she may be unable to make that decision without the tool itself.  It is part of the chaine operatoire. The tool becomes a part of thought.

Feibleman also argued that tools connect humans to their environment. He uses the example of an amputee to make his point. “A man with an artificial arm operating electric lights which are controlled by a toggle switch is integrated with his environment in an intermediate series of steps which make it difficult to say where he leaves off and the environment begins.” 
  In the current context, his ideas call to mind Kevin Warwick, of the University of Reading, who has had a chip voluntarily implanted in his arm in order to do research on technology for the disabled. 
 Warwick is choosing to create a human-environment bridge to lay the ground work for further connections. Take the parallel case of a man using a risk response system – a mental tool.  A man employs a tool to make an artificially enhanced judgment. Is it equally hard to say where the man leaves off and the environment begins?  
Feibleman’s writing presented tools as the externalization of thought. In 1994, Carl Mitcham addressed cognition and tools from a slightly different perspective in his book Thinking Through Technology: The Path Between Engineering and Philosophy. Mitcham made four distinctions – objects, action, knowledge, and volition – to talk about what technology is. The results are an interesting way to "read" the interactions of people with objects.   Playing with toys, for example, is technology as object and activity (but not knowledge and volition).  Designing imaginary cars as a hobby is technology as knowledge and activity (but not object and volition).  Business tools would require all four of Mitcham’s ways of interacting with technology.  A tool is an object, an intended action, some knowledge, and volition. Feibleman and Mitcham suggested what tools are and how we interact with them.  Their work in philosophy and engineering echoes the work of archaeologists in thinking about how to approach artifacts.  They, too, try to account for agency, volition, and cognition in changing culture. 

In fact, tools are difficult to write about definitively because they are “activated” in the environment by the users’ intent.  Just as tools do not invariably “arise” in response to environmental pressure, so too, they are not invariably used in only one way. Imagine a Roman spoon, an object which had a bowl and often a sharply pointed handle. In AD 200 it could have been used as a spoon and a toothpick; then perhaps buried as a grave good, an expression of status; then in 2000 excavated and sent to a museum to be a part of a “Life in Rome” display; and then, one night in 2001, used by the desperate curator to fish a dropped wedding ring out of a drain.  The object changes from dining tool, to display of wealth and grief, to illustrative art object, then back to tool, depending entirely upon the intent of the user.  Intent modifies standard expectations; tools suggest but do not absolutely define their own use.  A hoe can root out a weed or add a new furrow, but it can equally kill a snake or an inconvenient neighbor.  A hoe can be used in many ways, but it has, in its pointed metal head and long handle, some of the mind of the maker about how to manage living things.  Tools, then, indicate immediate ends and larger social goals. They show the disasters that are feared and addressed by gathering information.  They show what goals are good to pursue and what problems might respond to management.  

Just as the concept “artifact” illustrated ideas useful to each chapter’s analysis, so, too, the tool sets out useful areas of exploration.  Tools illustrate desired social outcomes and the general expectations and conventions for use.  Such systems also raise certain questions: what kinds of data are conceived of as being useful to convert uncertainty into risk? To what part of the exchange – product, product pathway, product carriage, or agent – is the information added?  What calculations are being standardized so that a single unskilled user can replicate the judgment of expert and seasoned trader?  These questions about tools, together with questions about artifacts, should yield a robust description of each risk response system when applied to the respective cases.
Merchants

The makers and users of risk response systems are merchants.  As should be expected, merchants groups are quite different in each of the periods to be explored.  However, there are some generalizations about merchants that are worth recalling.  Certainly, those merchants who are more influential in society have less opposition in forwarding their goals.  Exploring what can generally be understood about merchants as a class complements the specific exploration of artifacts in each chapter.  

The term merchant has its roots in the Latin mercatores, carrying in the original the sense of “wholesale trader.”  Merchant made its way into English through Old French marchand.  In contemporary definitions merchants are divided into either “wholesale” or “retail,” but the Oxford English Dictionary showed that “merchant” was originally used for those who worked internationally with wholesale goods. A merchant was “one whose occupation is the purchase and sale of marketable commodities for profit:  originally applied generally to any trader in goods not manufactured or produced by himself; but from an early period restricted to wholesale traders, and especially to those having dealings with foreign countries.” The OED noted the first instance of the term “marchaunt” in 1290 in Middle English, applied to the youthful occupation of St. Francis.  The retail shopkeeper was sometimes, but not always, distinguished from the wholesale merchant by the addition of a qualifying noun mentioning the object or the area, such as “cloth merchant” or “Turkey merchant.” 

The variations of the duties of the merchant in modern English are instructive. In the Elizabethan period “merchant” could be used interchangeably with a “supercargo,” a person employed by the owner of the cargo to travel on the ship with the goods. The supercargo managed the cargo owner's trade, sold the merchandise at the ports to which the vessel was sailing, and bought goods to be carried on the return voyage.  The term also could mean a trading vessel, also called a merchantman.  So “merchant” was a flexible term that could mean variously, the cargo, the ship, the trader, and the trader’s representative on the ship. OED examples from the nineteenth century suggested that the meaning of merchant was shifting and that some writers felt the definition was in need of clarification.  The flat assertion of this 1881 example emphasized the original meaning of merchant:  “He was not a merchant.  He had never engaged in foreign trade.” 

The OED’s various examples also indicate the connotations of the word “merchant.” The sixteenth-century poet Thomas Fenne made a cynical estimation of status and money: “What do you then say to the coat of arms of Godfrey de Bulloigne…was that but a merchant’s mark in your estimation?” Across the sixteenth century “to play the merchant with” meant to cheat, or to get the better of a person and “to have one’s eye be one’s merchant” was to be one’s own appraiser.  In nineteenth-century America, to be a merchant could be a term of insult, as in the American phrase “a low comedy merchant” (1843).  A merchant was a shrewd, clever, assessing person, perhaps a low person pushing himself up to the class of his betters. 

Most interesting of all are the terms that are coined in the nineteenth century describing merchants in terms of their adjudication activities.  “Merchantable” meant prepared for sale, or marketable. Merchant’s bar was iron in finished bars, ready for market, and merchantable cod described the top three grades of Newfoundland cod-fish. A merchant’s mark was the brand put on barrels, boxes, bags or packages indicating the producer, seller or eventual owner of the goods. 
In short, the term “merchant,” as it was developed across 600 years, carried areas of activities, a range of duties including judgments of quality, and connoted a character of perspicuity and ambition.  

A range of twentieth-century definitions of merchant show a change in the status and expected power of merchants. According to L. D. H. Weld of the University of Chicago, a pioneer in teaching the subject of marketing, a merchant was someone whose business might cover any of the following seven activities:  

(1) assembling the goods to be sold from individual manufacturers or from areas which have regional specialties 

(2) storing those goods in preparation for repackaging or resale.  In the case of goods which are subject to spoilage (e.g. tobacco, meat) the process of storage may be managed by another company for the merchant  

(3) assuming the risks of quality, price and style fluctuations as well of that inherent in storage (flood, fire, theft)  

(4) involving themselves in financing, either allowing customers to pay later, or paying manufacturers later for goods taken to be sold later  
(5) managing the re-arrangement of goods into saleable units. 
(6) selling by dealing directly with individual buyers or with corporate customers  
(7) transporting goods (which could be a very important feature of a merchant’s job, or a quite unimportant aspect)  

In his enumeration Weld underscored the judgment necessary for producing saleable units. “Wool dealers, for example, in addition to their assembling and financing functions, are practically indispensable to manufacturers on account of the fact that they are important as graders and classifiers, and stand ready to furnish the particular quality of wool at any time.”
  

In 1917, Weld meant to offer a sort of how-to, a guide to becoming a merchant with an emphasis on the fields wherein he was a specialist.  Weld’s generalized understanding followed traditional lines, including ideas about expert adjudication, packaging for and transporting to foreign markets, and lending to customers.  From a legal point of view, the U.S. Uniform Commercial Code,
 developed in the late nineteenth century, and adopted in the early part of the twentieth century, defined a “merchant” in similar terms: 

"Merchant" means a person that deals in goods of the kind or otherwise holds itself out by occupation as having knowledge or skill peculiar to the practices or goods involved in the transaction or to which the knowledge or skill may be attributed by the person's employment of an agent or broker or other intermediary that holds itself out by occupation as having the knowledge or skill.

"Between Merchants" means in any transaction with respect to which both parties are chargeable with the knowledge or skill of merchants.

In this American understanding, a merchant is someone with skills about the method of transaction or about the goods being purchased.   The notion of foreign trade, however, is not emphasized.  

In contemporary terms, the merchant is even less skilled. In the mostly standardized language of shipping companies, a merchant’s duties are as follows:

“Merchant” includes the shipper, the consignee, endorsee, the receiver of the Goods, the holder of this Bill of Lading, any person owning or entitled to the possession of the Goods or this Bill of Lading, importer, exporter, any person having a present or future interest in the Goods and any person acting on behalf of any of the above mentioned persons.

Here the merchant is more or less the receiver of goods.   Thus, merchants are those who add goods to the systems and those who take goods away from the system. Such a system has no need to define any other merchant skills or activities.  From the point of view of banks and lending institutions, a “merchant” is “any business owner, agency or government organizations authorized to accept credit card transactions for the payment of goods or services rendered.”
  This definition removes both international knowledge and skill in adjudication. Merchants stand between customers and large lending institutions with a product or service; they are authorized to facilitate a small loan for an immediate service or product.  This definition also emphasizes the dominance of large lending institutions in twenty first-century business and the remote (electronic) nature of money transactions.  A dog-groomer with a strictly local clientele, a world-wide hotel chain, and a regional “Popeye’s Chicken” are all merchants (albeit of somewhat different grades) to a bank.  The difference between wholesale and retail, and between local and international is fundamentally unimportant; rather the important function is loan-facilitation.

Contemporary understandings of the merchant include some of the traditional areas of work: go- between, host, retailer, shipper and receiver; but they increasingly tend to exclude supercargo, long-distance translator and adjudicator with expertise and knowledge, especially in incommensurate markets.  This range of definitions suggests a conflict between those focused on specialization and those needing standardization.  In other words, there is a tension between merchants working as experts, whose valuable service is expertise in goods, in foreign customs and countries and merchants working as risk managers whose need to control problems spurs them to create standardized systems.  These systems eliminate exactly those opportunities for which their own expertise prepares them.  This range of definitions also emphasizes that merchants may not act together as a single interest group.   

Merchant Studies
The range of scholarly studies on merchants suggests further directions for investigation. At least three approaches can be readily identified:  the merchant family and interest group; the merchant as a class and as economic indicator; and the merchant as mediator between center and periphery.
Many individual merchants and merchant families – those who left records – have been studied in order to create a detailed personal history of activities and accounts.  For Rome, the available information is broad rather than deep, and in-depth studies have been made of relatively few individual merchants, the P. Sestius Villa in Settefinestre
 being an exception.  For medieval Italian states, the merchant Francesco Datini in Prato, and Andrea Barbarigo in Venice, as well as many other families such as the Medici and the Alberti, have received specific attention.
  In England, as Lloyds was developing, the ventures of merchants trading with British colonies and allies has been analyzed.
 For America in the era of the early railroads, the character of merchant princes such as Carnegie, Pierpont-Morgan and Astor continue to fascinate biographers.
 Such individual studies offer a restraint on historical generalizations. 

  Powerful merchant groups have also been the focus of study as indicators of economic organization. For Roman trade, the shippers of staples like olive oil, grain and wine, the bankers of Pompeii, and the merchant-sailors who used the Periplus have been studied to determine the relative level of government control in trade.
  Scholars have relied upon warehouse spaces, pot-sherd scatter, law digests and ancient commentators. For Venice, the extent of the trade in pepper, ginger and silk have received study through merchant house account books.
 It is in these account books that the beginnings of capitalism are sought. For England, the importance of colonial trade has been considered through the lens of the English East and West India Companies.
 For America, railroad companies have been used to demonstrate horizontal and vertical economic organization in business ventures.
  Studying merchants also allows scholars to qualify overall economic organization.  They look at non-capitalist re-distributive kinship groups, societies, empires and markets. In the field of archaeology, one such perspective on alternative economic organizations is presented in Robert Ehrenreich’s Heterarchy and the Analysis of Complex Societies. Fernand Braudel’s volumes The Structures of Everyday Life; The Limits of the Possible; The Wheels of Commerce; The Perspective of the World. Civilization and Capitalism 15-18th Century set detailed descriptions of merchant activities not only within the superstructure of markets and economies, but also against the background of the developing nation-state. 
The center-periphery approach shows what kind of society existed as well as how merchants as a class worked in that society. 
 Merchants moved between centers of empires and the outer edges, using the networks – financial or otherwise – that were in place to join these spaces.
 A more philosophical perspective on the meaning of center-periphery work can be found in Bruno Latour’s Science in Action, in which he attributes the practice of science to those explorers and merchants who could reach the far edges of the world and bring information back to a central capital for “verification.”
   If a ship did not return, no new knowledge could be “created.”
 

Merchants are essential mediators between center and periphery.  There have been great merchant houses, such as the Chinese Hong merchants, or Renaissance city rulers. There were English merchants who have purchased a peerage through service, and American merchants who became great philanthropists.  But few merchants join the elite.  Elites tend to have defining and limiting roles and functions.  Merchants must be opportunists, using uncertainty for profit.  Merchants are committed to manageable instability, and elites are committed to manageable stability.  While individual merchants are often deeply religious or politically committed, merchants as a group have the reputation of caring only about profit.  What underlies this stereotype is the perception that the conditions for profit require only an imbalance of some sort.  To take advantage of profit from economic instability requires some social fluidity. To perform translations, to move from social layer to layer finding buyers and sellers, merchants need to move outside of boundaries.  

These, then, are the characteristics that long-distance merchants are likely to share:  an expertise in arbitration and translation as well as goods assembly and hosting; an aptitude for managing social and resource instability without personal disaster; a liminal and fluid social status.  Of particular interest are those merchant groups working between and in societies with incommensurate valuation systems.  Merchants were necessarily involved in creating systems of measurement that minimized risk.  And, as averred above, there is a central tension between the interests of merchants who are experts in their areas and valuable because of that expertise, and the interests of merchant groups allied to control risk in a standardized fashion. This study presents merchants as agents who classify and codify risk.
The Model for the Following Chapters
This dissertation offers a model for investigating the past through risk response systems.  When trading across long distances, merchants create risk response systems to convert unmanageable uncertainty into measurable, governable risk. Averting loss, waste, spoilage and cheating, they create systems that append standardized data to the agent, product, pathway and container.  The evidence of an established risk response system is a standardized form with pre-determined categories of risk.  Since long distance trade occurs because of an extension in time or space or a lack of information, standardization is often advanced via new classifications for time and space.  In some cases, merchants create classification metaphors which are adopted by the culture around them.  Merchants develop an expertise in arbitration and translation, as well as goods assembly and hosting, and an aptitude for managing social and resource instability. There is always a tension between the interests of merchants who have valuable expertise and the interests of groups in alliance to control risk by making a formalized set of standard decisions.  

In the following chapters, imperial Roman amphora handle stamps and tituli picti, double-entry bookkeeping methods in Renaissance Italy, Lloyd’s Register in Georgian England, and railroad train orders in nineteenth-century America are each investigated as artifacts.  Risk response artifacts illuminate the cultures which produce them by assembling fears and goals in one document, one form.
By the kinds of labels used to manage problems, risk response systems indicate what kind of economy might exist.  By establishing a standard physical process for recording information, risk response systems organize material resources.  By gathering people to support the work of the system, risk response systems demonstrate society’s commitment to managing risk and the hierarchy of risk participation.  By the debates about the categories of the form, as well as expected readers and users, risk response systems show how powerful merchants are in relation to other social agents.  By the degree to which “discovered” time and space measures are used to asses other risks, risk-response systems demonstrate how far merchant ideas impact the culture at large.  

Risk response systems gather and focus social debate. The vocabulary, forms, and metaphors carry battles, social goals, and fears.  They are an important way to tell history.  They illuminate lost paths to older versions of common sense.   In the chapters ahead, this opening analysis suggests the questions to explore about the four very different risk-response systems.
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